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  2024.03 – 2025.5 Tencent AI Lab 机器智能组 科研实习生 

研究方向及产出：开展大语言模型合成数据、多模态大模型相关的研究，产出相关学术论文 1 篇、专利 3 项。 

1) 大模型合成数据方面，围绕合成数据质量评估问题，提出从分类角度衡量大语言模型合成数据的多样性，计算速度提升 15%

左右；围绕合成数据误用、滥用问题，研究鲁棒的大语言模型生成内容水印方法，提出基于语义哈希的生成内容水印方法。 

2) 多模态大模型方面，围绕现有多模态生成受限于 Tokenizer 的问题，提出使用局部敏感哈希的方式实现 lookup-free 向量

量化，进而构建聚焦于语义信息的 Tokenizer，实现了高特征维度下 100%的码本使用率。 



 

 

 

研究总结 
 

 多模态大模型相关组件及应用研究 

针对多模态大模型理解与生成问题，研究多模态大模型相关组件（Tokenizer）以及多模态大模型的下游任务应用。 

1) 在多模态生成方面，围绕多模态生成中非文本的生成受限于 Tokenizer 的问题，研究兼顾生成与重建任务的 Tokenizer，提

出使用局部敏感哈希的方式实现 lookup-free 向量量化并基于此实现聚焦于语义信息的 Tokenizer，目前已实现高特征维度

下 100%的码本使用率，同时保证 SOTA 相当的重建性能（进行中）。 

2) 在多模态理解方面，围绕多模态服务数据监管复杂的问题，研究多模态服务数据合规检测、异常检测、质量监测，引入检索

增强生成、有监督微调、思维链等技术提升模型在复杂推理中的性能。 

 大语言模型合成数据研究 

针对大语言模型生成合成数据后可能产生的不良影响，研究大语言模型合成数据的评估、影响、管理。 

1) 在合成数据评估方面，围绕合成数据的多样性缺乏合理评估方案，提出从分类角度衡量大语言模型合成数据的多样性，保证

评估准确性的同时计算速度提升约 15%。 

2) 在合成数据影响方面，围绕合成数据的多样性对下游任务模型影响不明，实验验证了合成数据多样性的正向作用，但是需要

避免分布偏移的影响。 

3) 在合成数据管理方面，围绕合成数据可能存在误用、滥用的问题，提出基于语义哈希的鲁棒生成内容水印方法。 

 图学习公平性的研究 

针对图学习算法（图神经网络）公平性问题，研究从数据、模型、训练等方面提升图神经网络决策的公平性。 

1) 在数据方面，围绕对于图结构以及消息传递机制放大训练数据中的偏见问题，提出通过夏普利值来衡量边对公平的贡献，以

此实现数据中边权重的预处理，实现公平的消息传递。 

2) 在模型方面，围绕公平性与下游任务性能权衡的问题，通过敏感属性解离避免任务相关信息的删除，同时消除敏感属性对模

型决策的影响，在下游任务性能无下降的情况下实现超越 SOTA 的公平性能。 

3) 在训练方面，围绕敏感属性未知、多敏感属性场景下的公平问题，提出基于知识蒸馏、不变性学习的公平图神经网络训练框

架，在敏感属性未知、多敏感属性场景下实现超越 SOTA 的公平性能。 

 具有顶会论文发表经验，熟悉团队合作的方式开展科研，参与过多模态大模型、大语言模型相关的项目 

 熟悉 Python 语言、Pytorch 深度学习框架，具有多学科交叉知识背景 

 熟悉 Transformers、TRL、PEFT 等大语言模型相关的库 
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